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The Informational Value of Social Tagging Networks

Social tagging is a new way to share and categorize online content that enables users to express their thoughts, perceptions, and feelings with respect to diverse concepts. In social tagging, content is connected through user-generated keywords—“tags”—and is readily searchable through these tags. The rich associative information that social tagging provides marketers new opportunities to infer brand associative networks. This article investigates how the information contained in social tags can act as a proxy measure for brand performance and can predict the financial valuation of a firm. Using data collected from a social tagging and bookmarking website, Delicious, the authors examine social tagging data for 44 firms across 14 markets. After controlling for accounting metrics, media citations, and other user-generated content, they find that social tag–based brand management metrics capturing brand familiarity, favorability of associations, and competitive overlaps of brand associations can explain unanticipated stock returns. In addition, they find that in managing brand equity, it is more important for strong brands to enhance category dominance, whereas it is more critical for weak brands to enhance connectedness. These findings suggest a new way for practitioners to track, measure, and manage intangible brand equity; proactively improve brand performance; and influence a firm’s financial performance.
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With the advent of social media, customers have become active content creators by expressing and sharing their opinions, thoughts, and perceptions toward brands, products, and firms through online reviews, blogs, Tweets, and Facebook posts, collectively referred to as “user-generated content” (UGC). User-generated content is a significant indicator of customers’ brand knowledge and perceptions that helps marketing managers predict product sales (e.g., Liu 2006), understand firm valuation (Tirunillai and Tellis 2012), and infer competitive market structure (e.g., Netzer et al. 2012). Through various forms of UGC such as user reviews, blog posts, Tweets, and social tags, practitioners can now readily uncover and access customers’ thoughts and perceptions about a brand.

Despite the availability of rich semantic information in UGC, most previous studies (e.g., Liu 2006; Tirunillai and Tellis 2012) have focused on the volume and valence of UGC, leaving the associative nature inherent in UGC underexplored. For example, a recent study by Netzer et al. (2012) shows that UGC reveals competitive market dynamics yet leaves the relationship between firms’ performance and the associative structure reflected in UGC for further study. In this article, we investigate the informational value of the associative structure of user-generated keywords linked to a corporate brand. We focus on social tags, a specific form of UGC; infer how consumers conceptualize and create associative structures of brands; and demonstrate the informational value of social tagging networks in the context of stock market valuation.

We infer brand associative structure by examining social tagging networks created by online users. Social tagging is a way for online users to categorize and share web content. Within a social tagging system, users describe and categorize web content with a set of their own keywords, called “tags,” and diverse content is searched and shared using these tags. Because tags generated by individual users also help other users search and organize content, the collections of individually generated tags are called “social tags.” More formally, we define “social tagging” as a user behavior that results in user-defined keywords being associated with any content, with the keywords reflecting the user’s interpretation of the content internally and/or externally through a social process. Social tagging systems have also been known as “folksonomy” (a portmanteau of “folk” and “taxonomy”), which signifies a “grass-roots categorization system” (e.g., Pink 2005). Many social media platforms employ a social tagging system: for example, web links are tagged on Delicious, images and photos are tagged and shared on Pinterest and Facebook, videos are tagged on YouTube, and Tweets are tagged (using hashtags) on Twitter.

One of the primary motivations for creating social tags is to describe and efficiently categorize the vast amount of content that users encounter online. Tagging systems enable users to employ their own knowledge structure and iner-
pretations as they read and process content. Tagging systems also enable users to collaborate on developing structures that facilitate the content discovery process (Körner et al. 2010). As an illustration, a user could tag a Wall Street Journal article related to an automobile recall with tags such as “Brand X,” “quality issue,” and “recall.” Other users could access this content using these tags and associated links and use their own keywords such as “lemon” and “inferior quality” to associate with “Brand X” in interpreting that article. Through social interactions, tags organically develop dense associative structures around issues, concepts, or content by enabling users to filter brand-related content from news articles, blog posts, and corporate web page information through their own beliefs and biases. Social tags generated from users’ interpretations of brand-related content thereby become a valuable source for inferring the associative networks of users’ thoughts and perceptions about brands, products, and firms.

The typology of UGC in Table 1 highlights how social tags are different from other forms of UGC such as online reviews, blogs, and microblogs. Compared with online product reviews (the most popular UGC format studied in extant research), social tags can have a much broader focus (brand, product, and firm levels) and are not necessarily confined to product purchase or experience specific information. The collaborative interaction among users is also the highest in social tagging because users influence each other in sharing, retrieving, and tagging content. At the same time, self-presentation opportunities in social tagging tend to be the lowest (see also Kaplan and Haenlein 2010). This leads to less individual-specific, idiosyncratic noise in the data while capturing the overall sentiment in user groups rather well.

For our research purposes, the most significant advantages of social tags over other forms of UGC are (1) the high semantic gist of social tags, which enables the harvesting of user-defined, high-level semantic data, and (2) the associative structure of social tag data. The high semantic gist characteristic of social tags provides the essence of how users perceive and think about the concepts in as few words/phrases as possible. Compared with a much longer blog post, tags exist at the highest level of semantics. The network of interconnected tags across users also provides information on how these tags and concepts are related. This associative network of semantically rich tags and concepts can easily be used to form brand associations and obtain volume and valence of tags associated with a brand. Furthermore, networks of social tags can be used to reveal competitive market structure characterizing a set of brands and track dynamics in the perception of the competitive overlap of brand associations.

Such data are not readily available in other forms of UGC. Although similar data can still be obtained through text-mining of other forms of UGC, the keywords deemed salient for such associations must be selected by the researcher or by a text-mining model (for more details, see Web Appendix A1). In creating social tags, users tend to abstract away details at the word level to derive the semantic representations of words spontaneously. In contrast, text-mining machines tend to process at the word level to derive such associations between concepts, which limits the extraction of semantic gist. Finally, in a social tagging system, users can process a diverse set of content, including other forms of UGC such as blogs, microblogs, and reviews, all tagged using user-defined salient keywords. In this sense, information contained in social tagging can be inclusive of other UGC in addition to providing independent additional information. (For example, in Web Appendix A2, we find a positive correlation between the content in social tags with the content in blogs.)

In this article, we present brand management and performance metrics capturing brand familiarity, favorability of brand associations, and competitive overlaps of brand associations by examining social tags created on a social tagging and bookmarking site, Delicious. To test our propositions regarding the impact of these social tag metrics on firm value, we collected the social tags of 44 firms across 14 product markets (based on the North American Industry Classification System [NAICS]) created on Delicious from January 2006 to May 2010. We focus on “monobrand” firms—that is, firms with a single brand that represents the primary business (e.g., Bharadwaj, Tuli, and Bonfrer 2011; Mizik and Jacobson 2008)—to guarantee that the changes in stock returns can be fully related to the changes in brand management metrics, controlling for other effects. We find that an unexpected change in the proposed brand management metrics derived from social tags (hereinafter “social tag metrics”) explains variations in unanticipated stock returns even after controlling for the firm’s accounting metrics (unanticipated sales growth and unanticipated earn-

### TABLE 1
Typology of UGC

<table>
<thead>
<tr>
<th>Focus</th>
<th>Online Reviews</th>
<th>Blogs</th>
<th>Social Tags</th>
<th>Microblogs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Focus</td>
<td>Online Reviews</td>
<td>Blogs</td>
<td>Social Tags</td>
<td>Microblogs</td>
</tr>
<tr>
<td>Focus</td>
<td>Narrow (product focused)</td>
<td>Broad (brand/firm/product)</td>
<td>Broad (brand/firm/product)</td>
<td>Broad (brand/firm/product)</td>
</tr>
<tr>
<td>Self-presentation</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Collaborative interaction</td>
<td>Moderate</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>Social interaction richness</td>
<td>Moderate</td>
<td>High</td>
<td>Moderate</td>
<td>High</td>
</tr>
<tr>
<td>Semantic gist</td>
<td>Moderate</td>
<td>Low</td>
<td>High</td>
<td>Moderate</td>
</tr>
<tr>
<td>Ease of inferring associative structure</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
</tr>
</tbody>
</table>

Notes: Although tags are widely used in Twitter and Facebook, in the current research, we focus on tags used in social bookmarking platforms (e.g., Delicious, Digg).
ings per share (EPS)); selling, general, and administrative (SG&A) expenses; media citations; and volume of other forms of UGC. We find brand familiarity, favorability of associations, and competitive overlaps of brand associations captured by social tag metrics to be significantly associated with firm value.

Table 2 presents the primary distinction of our research relative to existing research. First, this article focuses on the associative structure of concepts and attributes linked to a brand from all types of web content (e.g., reviews, articles, advertisements, news). Although research has suggested that associative relationships in UGC can reveal competitive market surveillance (e.g., Netzer et al. 2012), no previous study has empirically demonstrated the relationship between a brand associative structure and firm/brand performance such as sales or stock market valuation. We believe that our findings expand the current understanding of the relationship between UGC and firm valuation, which thus far has been mostly confined to the volume and valence of online product reviews.

Second, we present a conceptual model that shows how firm value can be inferred from the associative information in social tags. More specifically, we propose a method to obtain a proxy measure of brand familiarity, association favorability, and competitive overlap of brand associations and evaluate the informational value of each social tag metric. To the best of our knowledge, our study is the first to examine the informational value of social tags in the context of firm valuation.

Third, we investigate the differential informational value of social tag metrics depending on brand strength. Despite its significance, most previous literature has not elaborated on the cross-sectional heterogeneity of UGC metrics and brand performance metrics (Luo 2009; Tirunillai and Tellis 2012). In this article, we determine and test which types of competitive overlap of brand associations can indicate higher firm value for strong brands (i.e., brands with strong brand equity) versus weak brands (i.e., brands with weak brand equity). Our findings suggest that for strong brands, being strongly related to primary associations in the category (category dominance) is positively related to firm value. However, for weak brands, being more connected to competitors’ associations is positively related to firm value. Thus, managers should strategically position their brand as reflected in the competitive brand association overlap according to the strength of the brand.

## Background

### Conceptual Foundation of Social Tags

It is well known in psychology that people reason about new concepts by placing those concepts into preformed categories and extrapolating from the attributes of other concepts belonging to the same categories. Although various theories have been proposed (e.g., the prototype theory [Rosch 1973], the exemplar theory [Medin and Schaffer 1978]) to explain how people mentally represent different concepts, the central premise of all the theories is the existence of a knowledge structure or schema as the basis for memory organization. This knowledge structure is formed and shaped by a person’s interactions and experiences with stimuli over time. As new categories of concepts are encountered, they interact with the knowledge structure and change the organization of existing categories (e.g., Buchanan, Simmons, and Bickart 1999; John, Loken, and Joiner 1998).

The cognitive bases for individual beliefs and biases also arise from the same knowledge structure. Extant research has also shown that categorization is not the only process by which consumer learning takes place; rather, consumers may also learn from analogies (Gregan-Paxton and John 1997). This would imply that such analogical learning can facilitate knowledge structure changes and memory reorganization.

Literature in natural language processing (e.g., Fountain and Lapata 2010; Griffiths, Steyvers, and Tenenbaum 2007) has highlighted that a person’s understanding of sentences, conversations, and documents necessitates retrieval of appropriate concepts from memory. The retrieval of concepts from a stream of information is aided by using the semantic context or the “gist” of the material to predict and

### TABLE 2

<table>
<thead>
<tr>
<th>Focus</th>
<th>Brand associative networks</th>
<th>Online word of mouth</th>
<th>Negative word of mouth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data</td>
<td>Social tags</td>
<td>Product reviews</td>
<td>Consumer complaints filed with U.S. Department of Transportation</td>
</tr>
<tr>
<td>Dependent metric</td>
<td>Stock return</td>
<td>Stock return, risk, and trading volume</td>
<td>Cash flow, stock return, and stock volatility</td>
</tr>
<tr>
<td>Model</td>
<td>Stock response model</td>
<td>Vector autoregression</td>
<td>Vector autoregression</td>
</tr>
<tr>
<td>Time window</td>
<td>Quarterly</td>
<td>Daily</td>
<td>Monthly</td>
</tr>
<tr>
<td>Sample</td>
<td>44 firms in 14 markets</td>
<td>16 firms in 6 markets</td>
<td>10 firms in airline industry</td>
</tr>
<tr>
<td>UGC volume</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>UGC valence</td>
<td>Yes</td>
<td>Yes</td>
<td>Negativity only</td>
</tr>
<tr>
<td>Associative structure</td>
<td>Yes</td>
<td>Not investigated</td>
<td>Not investigated</td>
</tr>
<tr>
<td>Brand strength</td>
<td>Yes</td>
<td>Not investigated</td>
<td>Not investigated</td>
</tr>
</tbody>
</table>
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identify related concepts from memory to be associated with the content being processed. As people encounter, retrieve, read, and process documents on the Web, the same process plays a key role in the usage and creation of social tags.

When people create social tags, their motivations can be classified into two categories: content organization (categorization and description of the content) and social communication (information sharing and opinion expression regarding the content). Users employ a tagging system to organize the resource (e.g., articles, photos, images). When users intend to categorize content, they more commonly use high-level attributes as tags; yet when users intend to describe content, they use more semantic, contextual attributes as tags (Strohmaier, Körner, and Kern 2010). It has been shown that tags created for describing content might be more useful for understanding rich interpretations of a document or article than those for categorizing content. Social communication is another significant driver of social tagging behavior. In an in-depth study of users on web-based photo-sharing systems, Ames and Naaman (2007) identify four distinct motivations: self-oriented organization (e.g., “I like order,” p. 976), self-oriented communication (e.g., “reconstruct what I was thinking,” p. 976), social organization (e.g., “wanted to tell people what it was,” p. 977), and social communication (e.g., “I can give my friends the basic story,” p. 978). The authors find that self-oriented organization and social organization for the public are more commonly observed than self-oriented communication and social communication for the public; however, social communication for friends and family is more commonly observed than social organization for friends and family.

Regardless of the motivation, the process of social tag creation is as follows (see Figure 1): The information goals or motivations of individual users while browsing or searching online content might lead them to use social tags created by other users to retrieve appropriate content matching their goals. However, individual users can also directly retrieve or encounter such content through other means. All content is filtered through the user’s schema or knowledge structure that enables the interpretation and creation of the gist of the content. This gist relates the content to the concepts organized in memory, which in turn are used in the description, categorization, or communication process that underlies the motivation for creating social tags. Therefore, the tags that an individual user creates reflect not only the content being tagged but also the user’s knowledge structure—that is, his or her mental representation of related concepts. In addition, the tags could also reflect the social interpretation of the content, if the user retrieved the content using others’ social tags (Fu et al. 2010). Thus, social tags can be viewed as the categorization or description of content filtered through the lens of an individual user’s knowledge structure as well as through the lens of others’ social tags. Taken together, these processes provide a social interpretation of the content. We argue, therefore, that social tags provide insights into a person’s beliefs and biases in context of the content (natural language) processed in creating the tags.

In the context of a brand, an individual user’s tags should be reflective of his or her knowledge structure specific to the brand as well as the brand-related social content with which he or she chooses to interact. Similarly, the differences in tags that different people use for the same brand should provide the extent of heterogeneity in their knowledge structures and social interactions with regard to the brand. This renders tags ideal for exploring how users think and feel about brands and their relationships with attributes, features, and other concepts over time. Thus, tags can be useful input for constructing brand associative networks dynamically over time.

**Social Tagging System in Delicious**

An exemplary model of a social tagging system is the bookmarking site Delicious, which allows users to manage a personalized collection of web links, including corporate websites, product reviews, articles, and blog posts. Users create their personal collection of online content by generating a “bookmark” that connects a web link to the set of social tags. By adding or deleting bookmarks, users can create or remove associations between social tags and web links. Bookmarked content on Delicious comprises various topics, such as technology, politics, media, business, and entertainment. In 2006, the site acquired its one-millionth registered user. In 2008, the number of registered users was more than 5 million (ebizMBA.com 2010). Considering

---

2Delicious is the most widely used social bookmarking site. Its market share in social widgets was 10.5% in April–June 2011, while that for similar social bookmarking sites was 7.8% (StumbleUpon, www.stumbleupon.com), 5.2% (Reddit, www.reddit.com), and 9.7% (Digg, www.digg.com) (Web3 Technology 2012). One of the most significant differences between Delicious and these social bookmarking sites is its functionality. Whereas the aforementioned sites focus on finding interesting web content (e.g., links, news) by social voting (e.g., thumbs-up or -down function in StumbleUpon and Reddit), Delicious provides more functions, such as sorting/categorizing web content and searching the content by the user-generated keywords. Thus, user-generated keywords on Delicious are more appropriate to our research purposes to infer the brand associative networks.

3A according to the July 2013 report by Alexa.com, 18% of site visitors are from the United States/Canada and 13% are from Europe. In our analysis, we focus on user-generated keywords in English, which covers more than 90% of the keywords in the raw data.
that the site had more than 5.5 million unique average monthly visitors in September 2010 (eBizMBA.com 2010), at such scale, the emergent semantic information is well established (Mika 2007).

The social tags on Delicious provide rich associative networks of users’ thoughts and perceptions about various topics (e.g., brands, products, firms). Figure 2, Panel A, presents a snapshot of bookmarks associated with the brand name “Google” created on Delicious. Each bookmark is linked to the chain of user-specified social tags. For example, Bookmark 3 shows that a review on Nexus S published by Engadget is tagged with a set of keywords such as “review,” “innovative,” “iPhone,” and “Samsung.” These tags capture not only the descriptive summary of the article but also the user’s interpretations of this article. As such, the collective distribution of tags connected to this article can reveal the collective perceptions about it. On Delicious, users share various forms of web content, including corporate web pages (Bookmark 1), blog posts (Bookmarks 2 and 4), news articles (Bookmarks 3 and 5), and product reviews (Bookmark 3). In addition, marketers can observe the extent to which a brand is connected to descriptive tags (e.g., “search,” “trends”), positive tags (e.g., “cool,” “innovative”), negative tags (e.g., “fails”), its own sub-brands (e.g., “nexus,” “android”), its competing brands (e.g., “Apple”), and product category-related tags (e.g., “mobile”).

Figure 2, Panel B, illustrates how a collection of social tags obtained from bookmarks can be visualized. The node in the center of the network is the focal brand, Google, and the surrounding nodes are social tags related to Google. The size of each node represents the popularity of each tag on Delicious, captured as the volume of bookmarks linked to the tag. The width of the link between two nodes represents the associative strength between two nodes. Note that we consider only the associations between Google and tags linked to Google and ignore intertag relationships. If we were to include intertag relationships, Figure 2, Panel B, would be more complex.

Useful Characteristics of Social Tagging Networks

Social tags linked to a corporate brand can provide useful insights into brand associations. Table 3 shows the classification of 7,019 sampled tags linked to 44 firms across industries and how they correspond to brand image components. Although the largest group of tags (41.6%) is related to some neutral descriptive information, 4.5% of tags are related to brand attitude or brand personality, and 5.1% of tags are related to product attributes such as reliability and compatibility or nonproduct attributes such as price, promotion, or tutorials. Social tags also contain information about how a firm-corporate brand is connected to product categories, sub-brands, and competitors. We found that 6.9% of tags are about product category associations and 12.2% of tags are related to brand names and sub-brand names of the focal brand and other brands.

In addition, social tagging networks can reveal the competitive market structure. The extent to which tags are shared with other brands can reflect competitive and complementary relationships between brands. Figure 3 shows an example of interrelationships among three corporate brands: Apple, Microsoft, and Google. For example, the set of shared tags between Google and Apple—“mobile,” “android,” “iPhone,” “windows,” and “apps”—reflects their rivalry in a mobile device market.

Finally, social tagging networks evolve dynamically, reflecting the change in social attention directed toward a...
brand and the change in perceptions regarding a brand over time. Figure 4 shows the trend in the number of bookmarks generated for six corporate brands. The volume of bookmarks associated with a brand represents the extent to which users share online content related to the brand, indicating the level of social attention the brand displays in Delicious. For example, the volume of bookmarks for Apple was smaller than that for Microsoft until 2007. Then, in 2008 and 2009, the volume of bookmarks for the two corporate brands is almost tied, reflecting the growth in popularity and interest in Apple compared with Microsoft (possibly due to the successful introduction of new products such as the iPod, iPhone, and MacBook).

**Conceptual Framework**

Marketing literature has shown that the financial market reacts to information about brand value revealed through brand surveys, expert reviews, or user-generated product reviews, largely because investors view such information as an indicator of firm value (e.g., Mizik and Jacobson 2008; Tellis and Johnson 2007; Tirunillai and Tellis 2012). In this article, we employ social tags as an informational source of a brand’s customer-based brand equity (CBBE) (Keller 1993). Considering that CBBE is based on attributes and thoughts associated with a brand, social tags can serve as a primary source to capture these elements of CBBE. We argue that tagging activity can be a proxy for underlying changes in sentiment and perceptions about a brand. Note that this occurs not because the market incorporates the tagging activity per se into the firm valuation process but rather because the brand perceptions and brand image reflected in the social tags drive the relationship between social tag metrics and firm valuation.

**Social Tag Metrics and Hypotheses**

In this section, we present the social tag metrics that reflect the elements of CBBE and present a model that relates these elements to a firm’s stock return. Figure 5 presents the conceptual framework. At the conceptual level (top of Figure 5), when evaluating firm value, we expect the financial market to incorporate all the available information about a firm’s profitability, including (1) the firm’s marketing actions (e.g., advertising, new product innovations, public relations), (2) information in traditional/social media, and (3) the firm’s accounting performance (e.g., sales, earnings, return on assets [ROA]). We further contend that the firm’s marketing actions have an impact on two key elements of CBBE—brand awareness and brand image. As such, we expect that the CBBE elements at least partially mediate the impact of these influences on firm value. As the bottom of Figure 5 shows, we test the conceptual model—specifically, the role of CBBE—using a reduced form model that uses social tag metrics as proxies for elements of CBBE. We employ a stock response model to evaluate whether information contained in a social tag metric is associated with stock returns. The model assesses the relationship between unexpected change in social tag metrics and stock return, thereby evaluating whether the metric is truly indicative of the information used by financial markets. Because the price of a stock reflects all the available information to investors about the profitability of the firm, only “unanticipated” shock in a metric can explain abnormal returns of a firm (e.g., Mizik and Jacobson 2004). Thus, we focus on an unanticipated shock in each social tag metric and its informational value to the financial market. In the discussion that follows, we show the correspondence between key CBBE elements and our proposed social tag metrics and hypothesize how an unexpected shock in social tag metric relates to firm value.

Brand familiarity. One of the key elements of CBBE is brand awareness, defined as “the likelihood a brand comes into the mind and the ease which it does” (Keller 1993, p. 6.2%).

### TABLE 3

<table>
<thead>
<tr>
<th>Types of Associations</th>
<th>Example</th>
<th>Volume</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attitude/evaluation</td>
<td>Cool, humorous, innovative, creative</td>
<td>317</td>
<td>4.5%</td>
</tr>
<tr>
<td>Product attributes</td>
<td>Accessibility, reliability, stability</td>
<td>90</td>
<td>1.2%</td>
</tr>
<tr>
<td>Nonproduct attributes</td>
<td>Price, promotion, tutorial, service</td>
<td>277</td>
<td>3.9%</td>
</tr>
<tr>
<td>Product category</td>
<td>MP3, television, toys, hotel</td>
<td>485</td>
<td>6.9%</td>
</tr>
<tr>
<td>Brands</td>
<td>Apple, Microsoft, iPod, Zune, Google</td>
<td>857</td>
<td>12.2%</td>
</tr>
<tr>
<td>Unique place or name</td>
<td>Michigan, China, Benjamin, Ann</td>
<td>1,633</td>
<td>23.2%</td>
</tr>
<tr>
<td>Descriptive words</td>
<td>Article, behavior, business, bus</td>
<td>2,920</td>
<td>41.6%</td>
</tr>
<tr>
<td>Other</td>
<td></td>
<td>440</td>
<td>6.2%</td>
</tr>
</tbody>
</table>

**FIGURE 3**

Visual Illustration of Social Tags Linked to Google and Its Competitors
3). Brand awareness helps increase the likelihood of a brand being included in the consideration set (e.g., Nedungadi 1990) as well as the likelihood of being selected in competing options (e.g., Jacoby, Syzabillo, and Busato-Schach 1977). In addition, brand awareness is a prerequisite for creating brand image (Keller 1993). As Keller (1993) argues, brand awareness is related to brand familiarity. Brand familiarity can be defined as the number of product-related experiences the consumer has accumulated (Alba and Hutchinson 1987). Familiarity increases through product usage, advertising, word of mouth, buzz from social media, and so on. It is through such repeated exposures that consumers’ ability to recognize and recall a brand increases. As Keller (1993, p. 10) states, “Frequent and prominent mentions in advertising and promotion vehicles can intrinsically increase consumer exposure to the brand, as can event or sports sponsorship, publicity, and other activities.”
We argue that such mentions, promotions, and word of mouth can lead to an increased frequency of the brand name being used as a tag, and they can thereby serve as proxy measures for brand familiarity. That is, we focus on measuring brand familiarity rather than awareness per se. The social tagging creation process is similar to the brand recognition or brand recall test that evaluates how easily consumers recall or retrieve a brand when given the brand or the category as a cue. Given a cue (brand-related content such as articles or blog posts), users create keywords that come up in their mind. Thus, the volume of content tagged with a brand name captures not only the volume of brand-related content available on the Internet but also the extent to which users recognize and interpret brand-related content. We posit that marketers can use this metric as a complement to the classic brand familiarity metric because it can be related to firm valuation. For example, the volume of UGC has been used as a measure of consumer interest and attention and has been found to be significantly related to future product demand (e.g., Liu 2006) and stock returns (Tirunillai and Tellis 2012). This leads to our first hypothesis.

**H1:** The unanticipated increase (decrease) in the volume of content tagged with a brand—a proxy for brand familiarity—is positively (negatively) related to stock returns.

We expect that the extent to which a brand is related to socially popular keywords/concepts can serve as an additional proxy measure for brand familiarity. A brand that is closely connected to social trends and issues that are creating buzz may acquire additional attention and become more familiar to customers. That is, we expect that the close associations a brand has with social trends/issues may result in transference of the popularity of the tags to the brand through these associations. Over time, this leads to greater brand recognition and familiarity by enhancing the relevance of the brand to its potential customers. As such, we expect that a brand can position itself to be more easily recalled or remembered by associating the brand with socially popular concepts, issues, or events (e.g., “Super Bowl,” “Grammys,” “World Cup,” “Olympics”). Correspondingly, we expect that an increase in the volume of socially popular tags linked to a corporate brand indicates an increase in social attention for the brand that can be positively related to the firm’s stock returns.

**H2:** The unanticipated increase (decrease) in the volume of socially popular social tags linked to a brand—a proxy for brand familiarity—is positively (negatively) related to stock returns.

**Favorability of brand associations.** Favorable, strong brand associations are significant sources of CBBE (Keller 1993). Previous literature has shown that brand personalities and brand evaluations are indicative of significant brand value and, in turn, are related to firm valuation. Aaker and Jacobson (2001) show that brand attitude can be a good proxy of firm value by finding that changes in brand attitude are significantly related to changes in return on equity. Mizik and Jacobson (2008) find that brand metrics based on five central favorable brand attributes (differentiation, relevance, esteem, knowledge, and energy) provide incremental information content to accounting performance measures in explaining stock returns.

Here, we propose that the favorability of brand associations can be captured through the valence of social tags. As we discussed in the previous section, social tags contain rich textual information regarding brand personalities and brand evaluations that evolve over time. Broadly, they can fall into three categories: positive associations (e.g., cool, creative, innovative, excellent, premium), neutral associations (e.g., computer, technology), and negative associations (e.g., bad, dead, dirty, hypocrisy). By revealing customers’ thoughts and perceptions, social tags serve as a good source for obtaining brand personalities and brand evaluations. This is in line with previous research that shows how the valence of UGC reflects customers’ evaluations and, thus, predicts product sales and stock returns. For example, the valence of online user reviews can lead to an increase in book sales (Chevalier and Mayzlin 2006). Studies have found that negative word of mouth has a negative impact on cash flows and stock returns (Luo 2009) and that the average daily product review ratings are significantly related to daily stock returns (Tirunillai and Tellis 2012). Thus, we posit that the dynamics in positive and negative associations are related to investors’ expectations about firm value.

**H3a:** The unanticipated increase (decrease) in the volume of the positive social tags linked to a brand—a proxy for favorability of brand associations—is positively (negatively) related to stock returns.

**H3b:** The unanticipated increase (decrease) in the volume of the negative social tags linked to a brand—a proxy for favorability of brand associations—is negatively (positively) related to stock returns.

**Competitive overlap of brand associations.** A competitive overlap of brand associations is defined as “the extent to which brand associations are linked to the product category (i.e., identification) and are, or are not, shared with other brands (i.e., uniqueness)” (Keller 1993, p. 13). Given that almost all the brands share part of the brand associations with direct or indirect competitors, it is important to build brand equity by understanding the extent to which brand associations should be shared or not shared with a brand’s competitors. A strong brand should have unique, differentiated brand associations (Aaker 1982; Keller 1993) yet also maintain primary category associations that help strengthen the category membership (Keller 1993).

In this article, we posit that social tagging networks are exceptionally good sources of information about the competitive overlap of brand associations because they allow researchers to automatically observe which keywords are shared among competing brands. Our approach is in line with previous studies that examine the competitive market structure of brands by employing associative structure of textual description. For example, Netzer et al. (2012) show that the associative network structure of keywords such as brands, product attributes, or evaluations retrieved from online user forums can indicate competitive market structure. In addition, Hoberg and Philips (2010) show that asset complementarities derived from the similarity based on the textual description of a firm’s assets can be a measure of potential synergies between firms.
We propose two measures to capture the competitive overlap of brand associations. The first measure is “the extent to which brand associations are linked to the product category” (Keller 1993, p. 13). Being strongly linked to primary associations in the category can help a brand be easily identified as a category member (e.g., MacInnis and Nakamoto 1992; Sujan and Bettman 1989). A strong “prototypical” association in the category often makes a brand representative of the category (e.g., Cohen and B asu 1987). Thus, we argue that a stronger association with the primary associations in the category indicates a stronger position or emerging dominance of a brand in that category and, consequently, is a positive signal for future performance and stock returns.

H₄: The unanticipated increase (decrease) in primary associations in the category—a proxy for category dominance—is positively (negatively) related to stock returns.

However, the overlap of brand associations with competitors can cause brand image dilution or consumer confusion. Comparable attributes or references between competitors, which were previously deemed differential points for the focal brands, often threaten their positioning (Bettman 2002). In addition, the competitors’ communication campaign may have a negative influence on the focal brand’s communication effectiveness by confusing consumers about brand identity or attributes (Burke and Srull 1988; Keller 1987). We capture the extent to which a brand’s image is diluted by its competitors by measuring the competitors’ connectedness to the focal brand’s associations. We expect that the increase in competitors’ connectedness to a focal brand’s associations can be viewed as interference by competitors or brand image dilution and, thus, is negatively related to firm value.

H₅: The unanticipated increase (decrease) in competitors’ connectedness to the focal brand’s associations—a proxy for brand image dilution—is negatively (positively) related to stock returns.

Role of brand strength on the competitive overlap of brand associations. We allow for the possibility that the hypothesized relationships regarding the competitive overlap of brand associations (H₄ and H₅) vary according to brand strength. We define brand strength mainly in line with brand equity. Brand equity is defined as “the differential effect of brand knowledge on consumer response to the marketing of the brand” (Keller 1993, p. 1). Marketing researchers suggest that customers’ reactions to marketing activities of strong brands are systematically distinct from those reactions to marketing activities of weak brands (i.e., brands without strong brand equity). A recent study by Ho-Dac, Carson, and More (2013) shows that the impact of product reviews on sales is distinct across brand strength. Specifically, researchers note double jeopardy effects, suggesting that strong, large brands tend to gain more loyalty and attraction from customers than small brands (e.g., Ehrenberg, Goodhardt, and Barwise 1990). In addition, strong brands are likely to experience positive feedback on the profitability of dominant market share, which signals higher product quality (e.g., Smallwood and Conklin 1979). Furthermore, strong brands are known to have greater advertising and marketing communications effectiveness (e.g., Hoeffler and Keller 2003; Srivastava and Shocker 1991). Thus, we expect that the positive feedback from stronger links to primary associations in the product category, which indicates category leadership or dominance, is stronger for strong brands than for weak brands.

H₆: The relationship between an unanticipated increase in primary associations in the category and stock returns is more positive for strong brands than for weak brands.

In addition, we expect differential relationships between the increase in competitors’ connectedness to the focal brand’s associations and firm value. Considering that differentiation strategy can drive the future sales of strong brands (Ehrenberg, Goodhardt, and Barwise 1990), when a strong brand’s competitors equate their brands to the focal brand through a greater number of points of parity (i.e., increase in competitors’ connectedness to the focal brand), this higher level of competitor interference can result in a lower firm value for the focal brand. In contrast, for a weak brand, having more associations connected to its competitors can result in assimilated associations that benefit the weak brand by positioning it more closely to the strong brands in the market (Ehrenberg, Goodhardt, and Barwise 1990). Thus, creating more points of parity to other competing brands in the category could be a viable strategy for weak brands (Keller, Sternthal, and Tybout 2002). We expect that the increase in competitors’ connectedness to the focal brand’s associations, which should be deemed a negative signal to strong brands, may not necessarily negatively affect the stock returns of weak brands, because they benefit from the shared associations with strong brands.

H₇: The relationship between an unanticipated increase in competitors’ connectedness to the focal brand’s associations and stock returns is more negative for strong brands than for weak brands.

Research Design

Data

Sampling firms. Our selection of firms and markets for the analysis was based on the following criteria. First, we selected monobrand firms that serve in consumer goods industries (e.g., retail, consumer electronics, Internet service companies). To obtain sufficient data to reliably derive brand associative networks, we further limited these firms to those with more than 100 average monthly social bookmarks on Delicious. Next, we selected firms that (1) are U.S. based and listed on the U.S. stock exchange, (2) contain at least ten quarterly data points for financial and accounting metrics from the first quarter of 2006 to the first quarter of 2010, and (3) had not experienced serious mergers and acquisitions from the first quarter of 2006 to the
first quarter of 2010. Finally, we carefully investigated the content in the sample of 100 bookmarks linked to each corporate brand and excluded corporate brand names from the sample if more than 5% of the bookmarks were considered unrelated. Because a corporate brand name often may have other connotations, this procedure was critical in producing valid data. Our criteria yielded 683,822 bookmarks generated for 44 firms in 14 markets for the analysis.

Social tagging data collection. We employed the following procedures for collecting social tags from Delicious. First, we identified the set of social tags for the data collection. To this end, for each firm in our sample, we collected 2,000 bookmarks and obtained all of the social tags linked to each bookmark. From the collected tags we constructed a dictionary of tags. Among 60,377 tags in the tag dictionary, we selected 7,019 key tags that had more than five bookmarks linked to corporate brands in our sample. This set of tags was refined for each brand. We retained tags that could cumulatively explain more than 99% of tag–brand co-occurrence volume for the final analysis. Then, using Delicious search algorithms, we obtained the historical monthly trends of bookmarks tagged with each key tag and each firm-brand name. We excluded the bookmark data before 2006 because Delicious was launched in 2003, and the number of users did not stabilize until approximately 2006.

We obtained firm financial performance, including quarterly sales, ROA, and stock returns from Center for Research in Security Prices (CRSP) and Compustat databases. We matched the financial data from CRSP and Compustat to social tagging data based on a calendar quarter window. Table 4 shows the measures we employed in our analysis.

### Table 4

<table>
<thead>
<tr>
<th>Conceptual Variable</th>
<th>Notation</th>
<th>Measured Variable</th>
<th>Data Source</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Independent Variables</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brand familiarity</td>
<td>$\text{VolBKit}_{it}$</td>
<td>Log of volume of bookmarks linked to brand $i$ during quarter $t$</td>
<td>Delicious $H_1$</td>
</tr>
<tr>
<td></td>
<td>$\text{SocialPop}_{it}$</td>
<td>Number of socially popular tags linked to brand $i$ during quarter $t$ scaled by the number of all tags linked to brand $i$ during quarter $t$</td>
<td>Delicious $H_2$</td>
</tr>
<tr>
<td>Favorability of brand associations</td>
<td>$\text{Positive}_{it}$</td>
<td>Volume of positive tags linked to brand $i$ during quarter $t$ scaled by volume of bookmarks</td>
<td>Delicious $H_{3a}$</td>
</tr>
<tr>
<td></td>
<td>$\text{Negative}_{it}$</td>
<td>Volume of negative tags linked to brand $i$ during quarter $t$ scaled by volume of bookmarks</td>
<td>Delicious $H_{3b}$</td>
</tr>
<tr>
<td>Competitive overlap of brand associations</td>
<td>$\text{CatDominance}_{it}$</td>
<td>Associative strength of primary associations in the product category of brand $i$ during quarter $t$</td>
<td>Delicious, NAICS $H_4$, $H_6$</td>
</tr>
<tr>
<td></td>
<td>$\text{Connectedness}_{it}$</td>
<td>Average number of competitors associated with each association of brand $i$ during quarter $t$</td>
<td>Delicious, NAICS $H_5$, $H_7$</td>
</tr>
<tr>
<td><strong>Dependent Variables</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stock returns</td>
<td>$\text{FFRET}_{it}$</td>
<td>Abnormal stock returns obtained from Fama–French–Carhart model</td>
<td>CRSP, Kenneth French’s website</td>
</tr>
<tr>
<td><strong>Control Variables</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Firm characteristics</td>
<td>$\text{BkMk}_{it}$</td>
<td>Log of book-to-market ratio of firm $i$ at quarter $t$</td>
<td>Compustat</td>
</tr>
<tr>
<td></td>
<td>$\text{MktValue}_{it}$</td>
<td>Log of market value of firm $i$ at quarter $t$</td>
<td>Compustat, CRSP</td>
</tr>
<tr>
<td>Firm performance</td>
<td>$\text{Sales}_{it}$</td>
<td>Log of sales of firm $i$ at quarter $t$ scaled by total assets of firm $i$ at quarter $t$</td>
<td>Compustat</td>
</tr>
<tr>
<td></td>
<td>$\text{ROA}_{it}$</td>
<td>ROA of firm $i$ at quarter $t$</td>
<td>Compustat</td>
</tr>
<tr>
<td></td>
<td>$\text{EPS}_{it}$</td>
<td>EPS of firm $i$ at quarter $t$ (excluding extraordinary items)</td>
<td>Compustat</td>
</tr>
<tr>
<td>Analyst forecast</td>
<td>$\text{EPSForecast}_{it}$</td>
<td>The mean of analysts’ forecast on EPS of firm $i$ for quarter $t$</td>
<td>I/B/E/S</td>
</tr>
<tr>
<td>Media citations</td>
<td>$\text{Media}_{it}$</td>
<td>Log of the number of articles on firm/brand $i$ during quarter $t$ retrieved by Dow Jones Factiva Database</td>
<td>Factiva</td>
</tr>
<tr>
<td>UGC volume</td>
<td>$\text{Blogs}_{it}$</td>
<td>Log of the number of blog posts on firm/brand $i$ during quarter $t$ identified by Google search engine</td>
<td>Google Blog Search</td>
</tr>
<tr>
<td>SG&amp;A expenses</td>
<td>$\text{SGA}_{it}$</td>
<td>SG&amp;A expenses of firm $i$ at quarter $t$ scaled by total assets of firm $i$ at quarter $t$</td>
<td>Compustat</td>
</tr>
</tbody>
</table>

---

6The firms in our sample are characterized by the following list of the NAICS codes: manufacturing (311930, 33411, 334112, 334119, 334220, 339932, and 339931), retail (452910, 452990, and 453210), information (519130, 511210, 515120, and 515210), and food service (722211).
Social Tag Metrics

Networks of firms and social tags. We borrow the framework of affiliation networks (Faust 1997) to construct the bipartite networks of firms/brands and social tags. Our approach is in line with previous literature suggesting that brand image can be represented with an associative network of a brand node and a variety of associations linked to a brand node (e.g., John et al. 2006; Keller 1993). We denote the set of firms/brands as \( F = \{f_1, f_2, ..., f_{NF}\} \) and the set of tags as \( K = \{k_1, k_2, ..., k_{NT}\} \), where \( NF \) is the number of firms/brands and \( NT \) is the number of tags in this network. The affiliation network matrix of firms and keywords for time window \( t \), \( A_t \), consists of element \( a_{ijt} \) as defined for each keyword–brand name pair as presented in Equation 1a:

\[
A_t = \begin{pmatrix}
a_{11} & ... & a_{1j} & ... & a_{1NT} \\
... & ... & ... & ... & ...
\end{pmatrix},
\]

where \( N_t(F_i, K_j) \) is the number of bookmarks linked to both firm/brand \( i \) and keyword \( j \) during time window \( t \), which captures how frequently a firm is shown together with a keyword.

Alternatively, the affiliation network can be constructed using the following cosine distance measure, \( a'_{ijt} \), which was shown to effectively capture the associative relationship between tags (Robu, Halpin, and Shepherd 2009):

\[
a'_{ijt} = \frac{N_t(F_i, K_j)}{\sqrt{N_t(F_i)N_t(K_j)}},
\]

where \( N_t(F_i) \) is the number of bookmarks linked to firm/brand \( i \) and \( N_t(K_j) \) is the number of bookmarks linked to keyword \( j \) during time window \( t \).

Brand familiarity. We measured brand familiarity with two metrics: (1) the volume of bookmarks linked to a brand (\( \text{VolBK}_i \)) and (2) the number of socially popular tags linked to the brand scaled by the number of all tags linked to the brand (\( \text{SocialPop}_{Pi} \)). For the second metric, we identified socially popular tags on the basis of the growth in the volume of tags mentioned in the community. Note that we considered tagging activities by the entire community and did not restrict our consideration to tags related to the brands in the sample. This metric captures the indirect social attention attached to a brand through connections to social fads, trends, and interests. When determining the set of socially popular tags, we focused on nonnegative social tags and excluded negative socially popular tags from the list of socially popular tags. We obtained socially popular tags by employing multiple criteria: top 100, 200, 500, 1,000, and 1,500 tags in terms of the volume growth between \( t \) and \( t - 1 \) identified. In this article, we report the results based on the top 500 socially popular tags.

Favorability of brand associations. We measured valence of brand evaluations as measured as the volume of positive tags (\( \text{Positive}_{it} \)) and negative tags (\( \text{Negative}_{it} \)) scaled by the volume of bookmarks linked to a brand (\( \text{VolBK}_{it} \)), as specified in Equation 2. These metrics capture the fraction of positive (negative) tags among all tags linked to a brand. To obtain this measure, we manually classified 7,019 tags into three categories: positive descriptions, negative descriptions, and neutral descriptions. Three raters participated in this classification process. Fleiss Kappa index (Fleiss 1971) for the reliability across three raters was .904 (\( z = 44.7, p < .001 \)), indicating a reasonable level of agreement. For keywords that raters disagreed on, we took the majority of opinion.

\[
\text{Positive}_{it} = \frac{\sum_{j \in \text{POSTAG}} a_{ijt}}{\text{VolBK}_{it}}, \quad \text{Negative}_{it} = \frac{\sum_{j \in \text{NEGTag}} a_{ijt}}{\text{VolBK}_{it}},
\]

where \( \text{POSTAG} \) is the set of predefined positive tags by the three raters and \( \text{NEGTag} \) is the set of predefined negative tags by the three raters.

Competitive overlap of brand associations. We measure the competitive overlap of brand associations by employing two metrics capturing category dominance and competitors’ connectedness. (For a more detailed explanation of the two metrics, see Web Appendix A.3.) The first metric, category dominance (\( \text{CatD}_{it} \)), is assessed by how strongly a brand name is connected to primary associations in the category. As presented in Equation 3a, this term is measured as the sum of the associative similarity between the focal brand and the competitors. The more strongly a focal brand is connected to a category’s core associations (i.e., an association that is strongly connected to competitors in the market), the higher the value of category dominance. We define the set of competitors as the set of firms with the same NAICS code. For firms without the same NAICS code, we used the first four or two digits of the NAICS code.

\[
\text{CatD}_{it} = \sum_{j=1}^{NT} \sum_{r \in CF_i} a'_{ijt} a'_{i'jt},
\]

where \( \text{CF}_i \) is the set of competitors for firm/brand \( i \) identified by NAICS code.

We define the second metric, competitors’ connectedness to the focal brand’s associations (\( \text{Connectedness}_{it} \)), as the mean number of competitors linked to each association of the focal brand, as presented in Equation 3b. This metric captures the extent to which competitors share an association with the focal brand.

\[
\text{Connectedness}_{it} = \frac{\sum_{j=1}^{NT} \sum_{r \in CF_i} I(a_{ijt}) I(a'_{i'jt})}{\sum_{j=1}^{NT} I(a_{ijt})},
\]

where \( I(a_{ijt}) = 1 \) if \( a_{ijt} > 0 \) and 0 otherwise.

---

7We also identified the set of competitors from the extent to which a brand shares tags with other brands. The competitive metrics derived from this method were highly correlated to the metrics based on the competitor set identified by NAICS code (Pearson’s correlation coefficient ranged from .63 to .88).
Measure of Firm Value

We estimated the abnormal stock returns of a firm using the Fama–French–Carhart asset pricing model (Carhart 1997; Fama and French 1993). The model posits that abnormal returns are a function of the overall market return, the difference between returns of small-firm and large-firm stocks, the difference between returns of high and low book-to-market stocks, and the momentum as specified by the following equation:

\[ \text{StkRet}_{it} = \alpha_i + \beta_{it}(R_{mt} - R_{ft}) + \gamma_i \text{SMB}_{it} + \beta_{it} \text{HML}_{it} + \phi_i \text{MOM}_{it} + \epsilon_{it}, \]

where \( \text{R}_{it} \) is firm \( i \)'s stock market return at quarter \( t \), \( \text{R}_{ft} \) is the risk-free rate at quarter \( t \), \( \text{R}_{mt} \) is market return, \( \text{SMB} \) is the difference between returns of small-firm and big-firm stocks, \( \text{HML} \) is the difference between returns of high and low book-to-market stocks, \( \text{MOM} \) is the momentum factor that accounts for the tendency for increasing asset prices to increase further, and abnormal return for a firm is calculated as \( (\text{R}_{it} - \text{R}_{ft}) - (\text{R}_{it} - \text{R}_{ft}) \).

Measures of Control Variables

We employ four main control variables in the stock response model: analysts’ forecasts, media citations, blog posts, and SG&A expenditures. We expand on these control variables next.

Analysts' forecasts. We used EPS forecasts from the Thomson Financial I/B/E/S database analyst to obtain the measure of unanticipated earnings. Unanticipated earnings surprise is calculated as the difference between actual quarterly EPS and the median of the analyst earnings forecasts from the I/B/E/S.

Media citations. We used the number of articles retrieved from the Dow Jones Factiva database for each month as the measure of media citations. We used the company tag in Factiva and considered the articles tagged with a company name published in a major newspapers and journals. Subsequently, we matched monthly media citations to social tagging data and stock return data based on a calendar quarter window and aggregated to a quarterly level.

Blog posts. Using Google Blog Search engine, we tracked the monthly volume of blog posts containing each brand name. Subsequently, we matched the number of blog posts to social tagging data and stock return data based on a calendar quarter window.

SG&A expenditure. We used quarterly SG&A expenses in the Compustat database as a proxy measure to capture a brand’s promotional activities including advertising expenditures.

Brand Strength

To explain the different responses to social tag metrics across brands, we classified 44 brands into two categories:

8Information regarding these benchmarks as well as the actual data used for this analysis are available on Kenneth French’s website (http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html).

9Although some empirical evidence indicates that the stock market is not always efficient and needs some time to incorporate the available market information (e.g., Luo 2009; Tirunillai and Tellis 2012), in most cases, this market anomaly has been found to resolve in several days or weeks (Mizik and Jacobson 2009).
where $E_{\text{ret}_i}$ is the expected rate of return for firm i at quarter t, $U_{\text{ret}_i}$ is the unexpected rate of return for firm i at quarter t obtained from the Fama–French–Carhart model (see Equation 4), $U_{\text{ACC}_{ijt}}$ is the unanticipated change in accounting variable j for firm i between t and t - 1, $U_{\text{SOC}_{Tag_ki}}$ is the unanticipated change in social tag metric k for firm i between t and t - 1, and $\text{Control}_{ijt}$ is control variable t for firm i at t.

The full model of Equation 5 includes social tag metrics, accounting metrics, control variables, and brand strength as a moderator of the impact of the competitive overlap of brand associations on stock returns. We employed a fixed-effects time-series panel model to account for time-invariant unobservables that could be correlated with social tag metrics and accounting metrics (Wooldridge 2009). The model includes year-specific dummy variables to control for time-varying, economy-wide unobserved factors. To account for heteroskedasticity, we adjust standard errors of the model according to White’s (1980) method.

Unanticipated change in social tag metric. To obtain the unanticipated change in each social tag metric, we built a random-mixed model (see Equation 6). This model accounts for the expectation on the basis of t - 1 levels of a social tag metric, the correlation of a social tag metric with a firm’s lagged financial performance (sales and stock return), unobserved random time effects, and unobserved random firm effects. We used the standardized residual associated with each equation as the measure of unanticipated change of each social tag metric ($U_{\text{SOC}_{Tag_ki}}$). By focusing on the unanticipated change in social tag metrics (which is not correlated to a firm’s lagged performance), we address the potential endogeneity concerns that a firm’s financial performance affects brand perceptions and thus social tag metrics can only be a reflection of a firm’s past financial performance.

Unanticipated change in accounting metric. We obtain the measure of the unanticipated change in quarterly sales, ROA, and SG&A expenditures with the standardized residuals from Equation 7, which addresses a seasonal pattern in quarterly accounting data (Foster 1977). We obtain the earnings surprise by subtracting the actual realized EPS from the consensus forecast retrieved from 1/B/E/S.

Results

Descriptive Statistics

Table 5 presents descriptive statistics of the measures reported in Table 4. There is substantial variation in stock return measures and accounting metrics as well as social tag metrics. On average, the log of volume of bookmarks published on each brand during each quarter is 7.26 (SD = 1.78). The mean proportion of socially popular tags linked to each brand during each quarter is 19% (SD = 7%). On average, .26 positive tags are associated with a brand per each bookmark (SD = .13), and .1 negative tags are associated with a brand per each bookmark (SD = .1). The category dominance metric ranges from .006 to 1.045 (M = .24, SD = .23) and, on average, 1.86 competitors are connected to a focal brand’s associations (SD = 1.46). The mean of the abnormal returns of the firms in the sample obtained from the Fama–French–Carhart model is -.023 (SD = .156). The mean ROA of the firms is .17 (SD = .06), and the mean log of sales is 8.04 (SD = 1.28). On average for each quarter, the log volume of blog posts on each brand is 11.11 (SD = 1.92), and the log of media citations on each brand is 4.12 (SD = 1.28).

Table 6 presents the correlation of the unexpected change in social tag metrics and accounting metrics, as well as control variables. The abnormal stock return (FFRET) is positively correlated with a firm’s accounting performance such as unanticipated earnings surprise ($U_{\Delta \text{EPS}}$) ($r = .104, p < .05$) and unanticipated sales growth ($U_{\Delta \text{Sale}}$) ($r = .0792, p < .05$). In addition, the unanticipated growth in socially popular keywords ($U_{\Lambda \text{SocialPop}}$) is positively correlated with the abnormal returns ($r = .102, p < .05$), which is consistent with our hypothesis that the financial market evaluates the increase in associations with socially popular keywords as a positive signal for a firm’s prospect. Yet contrary to our expectation, connectedness to competitors’ associations ($U_{\Lambda \text{Connectedness}}$) is positively related to abnormal returns. We suspect that such a relationship is related to differential informational value of connectedness to competitors’ associations ($U_{\Lambda \text{Connectedness}}$) for weak brands versus strong brands. We further confirmed that
unanticipated change in connectedness to competitors’ associations (UDConnectedness) is positively related to abnormal returns for weak brands \((r = .101, p < .05)\) but not significantly related to abnormal returns for strong brands \((r = -.03, p > .10)\). We find that some of the social tag metrics are intercorrelated (for more discussion, see Web Appendix A4.)

### Informational Value of Social Tag Metrics

Stock response model. Table 7 presents the results from the stock response model specified in Equation 5. Column 1 presents the results of stock response model with control variables capturing firm characteristics (market value and book-to-market ratio); Column 2 presents the results with accounting metrics,\(^{11}\) SG&A expenses, media citations, blog posts, and all the variables in Column 1; Column 3 presents the results with social tag metrics and all the variables in Column 2; Column 4 presents the results with brand strength as a moderator for the impact of competitive overlaps of brand associations on stock returns, including all the variables in Column 3. In Column 4, we code brand strength variable as 1 for a strong brand and -1 for a less strong (weak) brand. The following discussion is based primarily on Column 4. Note that the results in Table 7 indicate that the information in social tag metrics is associated with abnormal stock returns, yet no inference can be drawn regarding the causality between social tag metrics and stock return. We believe that the market reaction to social tag metrics is not to social tags and tagging activities per se but rather to the brand information reflected in social tag metrics. We do not test whether investors investigate social tags and employ the information from tagging for firm valuation. Rather, we contend that the market considers the brand associative structure and brand performance for which social tagging metrics serve as proxies.

We find that the growth in quarterly volume of blog posts \((UΔBlogs)\) and quarterly volume of media citations \((UΔMedia)\) are not reflective as informative signals with regard to a firm’s prospect. This indicates that a shock in these volume metrics may not successfully explain the quarterly stock returns (long-term valuation). Also, contrary to \(H_2\), the growth in quarterly volume of social bookmarks tagged with a brand name \((UΔVolBK)\) (a proxy of brand familiarity) is not significant. Note that our finding differs from Tirunillai and Tellis’s (2012) study, which shows the volume of online chatter affects the market return. One of the primary reasons that the volume of content tagged with a brand name is not reflected in stock returns (yet the volume of product reviews significantly explains the stock returns) is that the nature of social tagging and product reviews is different (see our discussion on Table 1). The volume of product reviews is more directly related to previous daily sales, which investors directly react to, and captures a focused attention on the products of a firm. Yet the volume of content tagged with a brand is more related to the brand itself and thus is a less direct signal of previous daily sales.

However, as predicted in \(H_3\), we find that the change in associations with socially popular keywords \((UΔSocialPop)\) as a proxy of brand familiarity is positively related to stock returns \((β = .0134, p < .05)\). Thus, stronger association with socially popular keywords, concepts, or themes is indicative that the financial market views a brand in a positive light. Together with the results of \(H_1\), we contend that the financial market’s evaluation of a brand’s prospects is essentially an evaluation of the brand’s associations and the volume of

---

\(^{11}\)Note that to save the degree of freedom of our model, Table 7 reports the results with EPS and sales. We report the model with EPS, sales, and ROA in Web Appendix A5-5 and find that the results significance of social tag metrics remain consistent across the models.
TABLE 6
Correlation of Measures

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. FFRET</td>
<td>-0.0304</td>
<td>(710)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. $\Delta$VolBK</td>
<td>0.1026*</td>
<td>(710)</td>
<td>0.0099</td>
<td>(710)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. $\Delta$SocialPop</td>
<td>-0.0111</td>
<td>(710)</td>
<td>-0.0471</td>
<td>(710)</td>
<td>-0.1391*</td>
<td>(710)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. $\Delta$Positive</td>
<td>-0.0758*</td>
<td>(710)</td>
<td>-0.0355</td>
<td>(710)</td>
<td>-0.0361</td>
<td>(710)</td>
<td>0.3724*</td>
<td>(710)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. $\Delta$Negative</td>
<td>-0.0111</td>
<td>(710)</td>
<td>-0.0471</td>
<td>(710)</td>
<td>-0.1391*</td>
<td>(710)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. $\Delta$CatDominance</td>
<td>-0.0213</td>
<td>(710)</td>
<td>-0.1670*</td>
<td>(710)</td>
<td>-0.2516*</td>
<td>(710)</td>
<td>-0.1084*</td>
<td>(710)</td>
<td>0.0131</td>
<td>(710)</td>
<td>0.0742*</td>
<td>(710)</td>
<td>0.0429</td>
<td>(710)</td>
</tr>
<tr>
<td>7. $\Delta$Connectedness</td>
<td>-0.0272</td>
<td>(710)</td>
<td>0.0810*</td>
<td>(710)</td>
<td>-0.0846*</td>
<td>(710)</td>
<td>0.1152*</td>
<td>(710)</td>
<td>0.0381</td>
<td>(710)</td>
<td>0.0448</td>
<td>(710)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8. $\Delta$Media</td>
<td>-0.0792*</td>
<td>(710)</td>
<td>0.0173</td>
<td>(710)</td>
<td>-0.0136</td>
<td>(710)</td>
<td>-0.0486</td>
<td>(710)</td>
<td>0.0471</td>
<td>(710)</td>
<td>0.0384</td>
<td>(710)</td>
<td>-0.0121</td>
<td>(710)</td>
</tr>
<tr>
<td>9. $\Delta$Blogs</td>
<td>-0.0213</td>
<td>(710)</td>
<td>0.0810*</td>
<td>(710)</td>
<td>-0.0846*</td>
<td>(710)</td>
<td>0.1152*</td>
<td>(710)</td>
<td>0.0381</td>
<td>(710)</td>
<td>0.0448</td>
<td>(710)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10. $\Delta$Sale</td>
<td>-0.0792*</td>
<td>(710)</td>
<td>0.0173</td>
<td>(710)</td>
<td>-0.0136</td>
<td>(710)</td>
<td>-0.0486</td>
<td>(710)</td>
<td>0.0471</td>
<td>(710)</td>
<td>0.0384</td>
<td>(710)</td>
<td>-0.0121</td>
<td>(710)</td>
</tr>
<tr>
<td>11. $\Delta$EPS</td>
<td>0.0148</td>
<td>(710)</td>
<td>0.0053</td>
<td>(710)</td>
<td>0.0179</td>
<td>(710)</td>
<td>0.0032</td>
<td>(710)</td>
<td>0.0066</td>
<td>(710)</td>
<td>-0.0067</td>
<td>(710)</td>
<td>-0.0037</td>
<td>(710)</td>
</tr>
<tr>
<td>12. $\Delta$ROA</td>
<td>-0.0408</td>
<td>(710)</td>
<td>0.0001</td>
<td>(710)</td>
<td>-0.057</td>
<td>(710)</td>
<td>-0.0049</td>
<td>(710)</td>
<td>-0.0217</td>
<td>(710)</td>
<td>-0.0226</td>
<td>(710)</td>
<td>-0.072</td>
<td>(710)</td>
</tr>
<tr>
<td>13. $\Delta$SGA</td>
<td>-0.0408</td>
<td>(710)</td>
<td>0.0001</td>
<td>(710)</td>
<td>-0.057</td>
<td>(710)</td>
<td>-0.0049</td>
<td>(710)</td>
<td>-0.0217</td>
<td>(710)</td>
<td>-0.0226</td>
<td>(710)</td>
<td>-0.072</td>
<td>(710)</td>
</tr>
<tr>
<td>14. MktValue</td>
<td>-0.0087</td>
<td>(710)</td>
<td>-0.0167</td>
<td>(710)</td>
<td>0.0024</td>
<td>(710)</td>
<td>0.0114</td>
<td>(710)</td>
<td>0.0146</td>
<td>(710)</td>
<td>0.0075</td>
<td>(710)</td>
<td>0.0261</td>
<td>(710)</td>
</tr>
<tr>
<td>15. BkMk</td>
<td>0.1042*</td>
<td>(710)</td>
<td>-0.0782*</td>
<td>(710)</td>
<td>-0.0343</td>
<td>(710)</td>
<td>0.0173</td>
<td>(710)</td>
<td>0.0096</td>
<td>(710)</td>
<td>-0.0216</td>
<td>(710)</td>
<td>-0.0008</td>
<td>(710)</td>
</tr>
</tbody>
</table>

*p < .05.

Notes: We present correlations as Pearson correlation coefficients. The number of observations for each pairwise correlation appears in parentheses.
these associations with socially popular keywords rather than just the volume of a brand’s tags. We argue that having a stronger association with socially popular keywords can help a brand enhance its popularity and brand familiarity to (potential) consumers. This will further help the brand increase its probability of being included in the consideration set and indirectly build on its popularity. To the best of our knowledge, this is the first empirical finding that a stronger connection of a brand to socially popular topics and trends is positively related to firm valuation.

Next, the favorability of associations is significantly related to stock market evaluation of a brand, as we predicted in H3a and H3b. We find that the unanticipated increase in positive social tags (UAPositive) is marginally positively related to stock returns ($\beta = .0081, p < .1$) and the unanticipated increase in negative social tags (UANegative) is significantly negatively related to stock returns ($\beta = -.0137, p < .05$). Thus, the stock market views both positive and negative brand evaluations as informative, but it reacts more significantly to negative brand evaluations. This result is consistent with previous findings that the market is more sensitive to negative information disclosures than to positive ones (Kothari, Shu, and Wysocki 2009) and that negative UGC has a stronger impact on the stock market (Tirunillai and Tellis 2012).

We also find that the competitive overlap of brand associations is significantly related to firm value and that its impact on stock returns is moderated by brand strength. First, on average, the financial market evaluates stronger connections to primary associations in the product category (UA_catDominance) positively ($\beta = .0097, p < .05$). As we predicted in H4, stronger connections to primary associations in the product category indicate a brand’s category leadership and dominance. However, the positive relationship is qualified by brand strength. As we expected in H5 ($\beta = .0138, p < .01$), the financial market reacts more favorably to enhanced category leadership of strong brands than that of weak brands. Essentially, the financial market views category dominance to be more critical information for a strong brand’s prospects (e.g., whether the brand can maintain category leadership) than for a weak brand’s prospects.

We find that, on average, a shock in competitors’ connectedness to the focal brand’s associations (UAConnectedness), which indicates that competitors share a focal brand’s associations, is not significantly related to stock return, contrary to our prediction in H2 ($\beta = .004, p > .10$). However, the stock market differentially evaluates the information contained in competitors’ connectedness: greater connectedness of competitors is less favorably evaluated for strong brands, whereas it could indicate a more positive signal for weak brands, as we predicted in H6 ($\beta = -.0099, p < .05$). Thus, we conclude that the financial market interprets a stronger connection to competitors’ associations as more favorable information for weak brands than for strong brands.

Robustness tests. We further tested whether the findings from Table 7 are robust to different operationalizations of the variable and outliers. First, we tested the sensitivity of moderating relationships to different operationalizations of brand strength (for more detailed results, see Web Appendix A5-1). The moderating effect of brand strength on both Cat-Dominance and Connectedness is consistently significant (for all cases, $p < .05$) across the model with brand strength based on the Interbrand database. In the model with brand strength
strength based on the volume of blog posts, the moderating effect of brand strength on Connectedness is significant (p < .05), but CatDominance is not significant although the direction is positive consistent. In the model with brand strength based on the volume of media citations, the moderating effect of brand strength on CatDominance is significant (p < .05), but although the direction is consistently negative, Connectedness is not significant. Second, we tested whether the results in Table 7 are sensitive to extreme values or outliers (for more detailed results, see Web Appendix A 5-2). We ran the same analysis by deleting ±1%, ±2%, and ±3% outliers from our sample and found that the results are consistent with Table 7. Third, we tested whether the results in Table 7 are consistent with different operationalizations of unanticipated change in social tag metrics (for more detailed results, see Web Appendix A 5-3). We employed first-differenced terms of each social tag metric as measures of unanticipated change in social tag metrics, and the results are consistent with Table 7 (the only difference is the significance of the volume of positive tags, which is not significant in this model and is marginally significant in Table 7). Fourth, we tested the sensitivity of the results to different operationalizations of socially popular tags (for more detailed results, see Web Appendix A 5-4). The significant positive relationship between socially popular tags and abnormal returns holds for the top 100, 200, and 500 socially popular keywords. (For the top 1,000 keywords, the relationship is marginally significant, and for the top 1,500 keywords, the relationship is not significant.)

Mediation. Because we posit that social tag metrics capture customers’ interpretations of a firm’s marketing actions (e.g., communication campaigns, new product introductions), we further tested whether social tag metrics mediate the impact of firms’ marketing actions on stock returns. As a proxy measure for a firm’s action, we employ unanticipated sales growth (UΔSale), unanticipated change in media citations (UΔMedia), and unanticipated change in SG&A expenditures (UΔSGA). We investigate whether (1) each social tag metric can be explained by the measures capturing a firm’s marketing actions and (2) each social tag metric mediates the impact of firms’ marketing actions on stock returns.

First, we found that an unanticipated sales growth is positively related to an unanticipated increase in category dominance (UΔCatDominance) (β = .048, p < .05), indicating that stronger category dominance may partly stem from a brand’s sales performance. To formally investigate whether category dominance mediates the impact of sales growth on stock returns, we conducted a Sobel mediation test (Baron and Kenny 1986). The impact of sales growth on stock returns is partially (marginally significantly) mediated by the moderating effect of category dominance and brand strength (z-statistic = -1.648, p < .10). Second, an unanticipated change in media citations (UΔMedia) is marginally significantly and positively related to an unanticipated change in socially popular tags (UΔSocialPop) (β = .0668, p < .10), indicating that stronger associations with socially popular tags may stem from media disclosure. Yet the mediation of socially popular tags for the impact of media disclosure on stock returns is not significant. Third, an unanticipated change in media citations (UΔMedia) is negatively related to unanticipated change in positive tags (UΔPositive) (β = -.0854, p < .05), indicating that most of the positive tags are not from the media disclosure. However, the mediation of positive tags for the impact of media disclosure on stock returns is not significant.

Discussion

Informational Value of Social Tag Metrics

Brand familiarity. We find that an increase in connectedness to socially popular keywords can be viewed as a positive signal of a brand’s future cash flows, whereas dynamics in volume of bookmarks does not contain significant information for investors. This result indicates that investors favorably evaluate an effort to position a brand associated with socially popular concepts, issues, and events. We argue that an increase in stronger associations with socially popular keywords is a reflection of enhanced brand awareness or brand familiarity (e.g., Keller 1993) and brand salience (e.g., Ehrenberg, Barnard, and Scriven 1997). It is worthwhile to note that the financial market does not react to mere volume metrics such as media disclosure and UGC volume in the longer term period. We reason that this is mainly due to the use of a quarterly aggregated volume metric. Considering that in a shorter time frame (at the daily level), researchers have found market inefficiency for the UGC volume metric (Tirunillai and Tellis 2012), we conclude that a shock in social attention possibly caused by media exposure or UGC can be viewed as significant information for a short-term stock return. However, in the long run, the market does not evaluate the quarterly change in volume metrics as informative; rather, it is the association of the brand with socially popular trends that is reflective of brand familiarity.

Favorability of brand associations. We find that the valence of social tags can serve as a good proxy measure for favorability of brand associations, to which the financial market reacts. Our findings suggest that investors interpret a shock in negative evaluations captured by social tags as informative about brands’ future prospects; however, investors overlook a shock in positive evaluations reflected in social tags. This suggests that the negative brand information explains not only the short-term market inefficiency but also the longer-term period firm valuation.

Competitive overlap of brand associations and differentiation. We find that the competitive overlap of brand associations can be captured by the extent to which social tags are shared with competitors. Furthermore, our finding suggests that the financial market interprets the competitive overlap of brand associations differentially for strong brands versus weak brands: enhanced category dominance captured by stronger connection with primary associations in the category can be viewed as a more positive signal for future cash flow for strong brands than for weak brands. This indicates that by developing and occupying primary associations in the category, strong brands can benefit from the brand
image as a category leader. However, for weak brands, it is not significantly important to be strongly connected to primary content in the category.

In evaluating information about weak brands, the more critical information for the financial market is the increase in connections with competitors’ associations. The level of connectedness to competitors’ associations captured by social tags is more favorably related to the firm value of weak brands than is the case for strong brands. We argue that such an increase in connectedness to competitors’ associations can be viewed as a positive sign for weak brands’ future prospects by indicating potential future cash flow attributable to associations with the strong brands in the category.

Managerial Implications

The proposed brand performance metrics, based on social tags, provide marketing practitioners with a methodology to mine and track social tags to create proxy measures of CBBE from UGC. Although customers frequently express their thoughts and perceptions about firms/brands in UGC, brand managers often find it difficult to collect and digest all such information. The current social media metrics based on volume and valence may be a good starting point to track CBBE, but they do not fully capture associative information connected to a brand. This research shows how the attributes and associations created by online users for a brand/firm can serve as a basis for proxy measures of CBBE elements. For example, the competitive overlap of brand associations, a critical component of CBBE, is not frequently monitored in practice due to the difficulty of the data collection process. By employing the social tag metrics we propose herein, managers can assess their brand image and brand positioning by tracking and monitoring their points of parity and points of difference (e.g., Keller, Sternthal, and Tybout 2002). Because users of a social tagging system can process a diverse set of content, including other forms of UGC such as blogs, microblogs, and reviews, the metrics we propose based on social tags are more inclusive of all UGC than any single form of UGC. We believe that our new metrics and measures can be good complements to annual brand surveys by enabling marketers to track the dynamics of CBBE.

Our findings provide marketing practitioners with insights into the kinds of marketing activities and communication strategies that are beneficial for developing a strong CBBE. We suggest a differential brand asset management strategy according to brand strength. For strong brands, it is more critical to focus on developing and occupying the primary associations in the category and strengthening dominant position in the category by creating “prototype” or “category exemplar” image. Marketing managers of weak brands should invest in creating more content or comparable attributes that can be linked to their competitors, making the brands more assimilated and comparable to the competitors. For example, when promoting new products, marketers of weak brands may take advantage of an assimilation strategy to hijack the brand associations from the market leaders. Keller, Sternthal, and Tybout (2002, p. 5) also note that “savvy marketers can hold off a competitor’s point of difference by creating competitive points of parity.” In contrast, managers of strong brands should be more selective in promoting their marketing activities and creating brand-related content. Because strong brands already have a well-refined set of healthy brand associations, the manager’s goal should be to create content that will expand and bolster the current assets by developing primary associations in the category that are not easily hijacked by competitors.

We find that, in the long run (quarterly, in our case), the market appreciates and incorporates change in brand associative structure (e.g., associative strength with socially popular keywords, favorability of brand associations, competitive overlap of brand associations) rather than mere shock in the content volume. Thus, maintaining current brand image by managing negative associations appropriately and developing strong, favorable associations is crucial for both strong and weak brands. In addition, marketing managers should note that they can always position their brands more favorably to potential customers by associating with socially popular topics, issues, and concepts.

Contributions, Limitations, and Further Research

Our work contributes to the marketing literature in four respects. First, we conceptualize how associative information in UGC can act as proxy measures in explaining variations in stock returns. Unlike most previous studies on UGC that focus on volume and valence metrics, we further investigate the dynamics in the associative structure of textual information about a brand. To the best of our knowledge, this is the first study to establish the relationship between the information in the brand associative network and firm value.

Second, our results suggest that in the long run (at least for a quarterly window), firm valuation is more strongly related to the types of content and associative relationships than to mere volume of the content. Rather than the mere volume of the content, the volume of socially popular keywords, association valence, and competitive overlap of brand associations is more significantly related to firm value. Our findings suggest that by using customer mindset measures that capture the associative structure of brand image, we can more fully understand how the market appreciates brand equity.

Third, our work contributes to research streams in brand equity by exposing the moderating role of brand strength in the relationship between the competitive overlap of brand associations and firm value. The results suggest that for strong brands, strengthening category leadership by developing primary associations in the category, while maintaining current brand image/positioning that competitors cannot imitate, is deemed a promising signal for future cash flow. In contrast, for weak brands, creating more comparable references and attributes to competing brands in the category can be viewed as a viable strategy. The finding suggests that different brand management strategies are needed for strong versus weak brands.
Finally, the proposed social tag metrics present a new way to track CBBE using networks of user-generated keywords. To the best of our knowledge, our work is the first to quantify the information contained in social tags and investigate their informational value in the context of firm valuation. We show that social tags can be a more appropriate source to infer brand associative networks than other forms of UGC because they provide the semantic network structure of keywords, which enables us to construct metrics capturing the elements of CBBE: brand familiarity, favorability of brand associations, and competitive overlap of brand associations. We hope that the proposed proxy measures based on social tagging data will serve as a new, efficient, and effective method to track CBBE.

This article has several limitations that invite further research. Our analysis is based on a quarterly time frame because (1) accounting measures are available on a quarterly basis and (2) it is not easy to observe systematic brand associative structure change using a more granular window (e.g., weekly level). However, it would be fruitful to construct metrics using a more granular window and investigate the explanatory power of social tag metrics in daily or weekly stock returns. In addition, our model does not exclusively include a brand’s specific marketing actions, such as change in a brand’s communication message, new product announcements, and innovations. Rather, we capture an integrative picture of customers’ perceptions of those marketing activities with social tag metrics under the reasoning that the impact of those activities is reflected in the associative structure of tags. It would be worthwhile to investigate the chain of marketing activities and customer perceptions/reactions captured by social tags, sales, and firm value.

From a methodological viewpoint, the meanings of brand associations in tagging data are sometimes ambiguous. A firm name such as “Blockbuster” can be used as a brand name or as a general descriptor. We excluded those brands from our analysis because the results can be misleading. One way to resolve this problem might be to consider intertag relationships and classify only relevant tags. Future studies relying on computational linguistic techniques to resolve such ambiguity in the data would be highly valuable. Finally, although our sample extensively covers 44 brands in 14 product categories, because we do not have sufficient social bookmarking data for small brands, our sample only represents relatively large and well-established brands. As more data become available from increasing social tagging activity on the Internet, it would be worthwhile to investigate social tags and keywords for small brands as well.
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